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Abstract 
 

Unit selection speech synthesis is one of the most 

widely used techniques for high quality text to speech 

(TTS) systems. A unit selection text to speech system 

requires a large database of recorded and annotated 

speech, which contains both phonetic and prosodic 

variations. Designing phonetically rich and balanced 

speech corpora with minimum number of utterances 

is an intricate task. Several optimization methods are 

used for this purpose and "Greedy algorithm" is one 

of them. This paper introduces a greedy algorithm, 

which maximizes the coverage of high frequency 

unigrams, bigrams and trigrams while selecting 

minimal number of sentences from input corpus. The 

algorithm has been applied on different corpora 

collected from different domains and a speech corpus 

for Urdu TTS system is designed. A significant 

coverage of tri-phone has also been achieved.  

 

 

1. Introduction 
 

Unit selection technique for speech synthesis is a 

data-driven, concatenative approach. It dynamically 

selects the longest sequence of phonetic segments 

from the speech database, matching the 

characteristics of the target to be synthesized. The 

elegance of this approach lies in the lesser amount of 

signal processing required on the final utterance 

because the prosodic information is already a part of 

the corpus stored in the inventory. Furthermore, 

fewer concatenations result in a more natural speech 

output. However, the quality of data-driven text to 

speech system depends on the quality of its database. 

A unit selection text to speech system requires a 

large database of recorded and annotated speech, 

which contains both phonetic and prosodic variations. 

At run time, appropriate units are selected from the 

database and they are concatenated to produce the 

desired utterance. The required memory size for unit 

selection system is very large. In addition, multilayer 

annotation of recorded speech is needed, which is a 

tedious and time consuming task. Hence, there is a 

need to optimize the speech corpus in such a way that 

maximum coverage of target units can be achieved 

with minimum corpus size. Greedy algorithm serves 

this purpose and has been used for intelligibly 

reducing the corpus.  

This paper proposes a greedy algorithm for 

designing an optimal speech corpus for unit selection 

text to speech system. The rest of the paper has been 

organized as follows: Section 2 carries the literature 

review of greedy algorithm techniques designed for 

different languages, Section 3 describes the proposed 

methodology and Section 4 contains description of 

the data gathered for extraction of speech corpus.  

Section 5 describes implementation and evaluation of 

the proposed algorithm to select optimal speech 

corpus, Section 6 analyzes the resulting corpus and 

Section 7 holds conclusion. 

 

2. Literature Review 
 

Different techniques have been used to design a 

corpus for speech applications. Greedy algorithm is 

one of those methods employed, to extract an optimal 

reduced speech corpus from large corpus. It is an 

iterative approach that aims to maximize the 

coverage of target units while selecting minimum 



number of sentences from the input corpus. The 

target unit varies from phone to phrase level i.e. 

phone, diphone, tri-phone, syllable, unigram, bigram 

and trigram. Selection of target unit for corpus design 

is based on the domain and needs of the application 

field. Coverage of larger units results in larger 

database, which in turn would produce high quality 

speech whereas smaller size of target units results 

into smaller database with compromised speech 

quality. 

Phoneme can be used as a target unit for speech 

corpus design. Phone level coverage results in a 

limited corpus but phoneme sized chunks fail to cater 

the co-articulatory effects between adjoining 

phonemes [19]. Acoustic behavior of a phone is 

dependent on its previous and next phone. So, speech 

corpus should contain all the phones in all contexts. 

Therefore, tri-phone coverage is taken into account 

[12,14,15]. However, full coverage of tri-phone is 

impractical due to its very huge number. Diphone is 

used as the basic unit for corpus selection in [7,9,10] 

as it is affordable to build a corpus with high 

coverage of diphones. Diphone is an acoustic chunk 

from the middle of one phoneme to the middle of the 

next phoneme. Diphone is a desirable unit in 

concatenative synthesis because it gives complete 

language coverage, consumes less memory and as the 

co-articulation effects are minimal at the center of the 

phoneme, it caters the co-articulatory effects. 

For a tonal syllabic language like Chinese, 

syllable coverage is the basic requirement for corpus 

design [16]. A new linguistic unit "vocalic sandwich" 

is defined in [13]. It is a sequence of phonemes, like 

vowels and semi-vowels surrounded by two 

phonemes (consonants). Greedy algorithm searches 

for those sentences that maximize the vocalic 

sandwich coverage rate. 

In [8,15], multiple occurrences of target unit are 

acquired to capture all acoustic variations. Target 

phonetic distribution is focused in [17,18]. The aim is 

to extract a small database having the same 

probability distribution of phonetic features as the 

distribution in total database. The phonetic 

distribution includes phonemes, diphone patterns etc. 

Sentence selection through greedy algorithm is 

carried out on the basis of calculated score and 

different criteria are employed for scoring the 

sentence. Francois et al. use five different techniques 

for scoring the sentences [8]. These include: high 

number of units in the sentence, sentence length, 

multiple occurrences of the unit and coverage of rare 

units. Kelly et al. score sentences according to the 

unique diphones they cover [9]. Different weights are 

assigned to the diphones in the corpus and Okapi 

formula is used to calculate scores of the sentences 

[10]. Sentences with maximum score are selected in 

[8,9,10]. Zhang et al. have selected sentences that 

provide maximum syllable level information [16]. 

Sentences are scored according to the information 

they provide regarding the syllables to be covered 

and in the end, best score sentence is selected. 

A cluster tree from general speech database is 

built in [11] by clustering similar units (according to 

some features) together. Based on these features 

(phonetic, metrical and prosodic context), clusters are 

split unless a small acoustic distance is obtained. 

Greedy algorithm is then applied to find best 

coverage utterances. For scoring a sentence, cluster 

tree is traversed and sentences are scored 

accordingly. The best score sentences are selected in 

the end. 

Least to Most (LTM) Greedy algorithm has also 

been used for corpus reduction [14]. Tri-phones to be 

covered are sorted in increasing order of their 

frequency. Least frequent tri-phone is selected along-

with others that have the same occurring frequency 

and a separate list is maintained. Another list contains 

all the sentences that cover these tri-phones. These 

sentences are scored and best score sentence is 

selected. This process is repeated for all the tri-

phones. In the end, redundant sentences are removed 

from the reduced corpus manually. 

Minimum match score sentence is considered as 

the best sentence in [7]. For selecting sentences, the 

context of diphones is checked in the selected 

sentences and it is compared with the candidate 

sentence. It then calculates the match score for the 

two entities. Low match score indicates that the 

diphone in the candidate sentence has a different 

context as compared to the one in the selected 

sentence, so in this case low cost sentences are 

selected for the maximum coverage of diphones. The 

greedy algorithm stops selecting sentences when a 

certain number of sentences have been selected. 

Greedy algorithm can be used to extract a list of 

words from corpus that provides maximum coverage 

of basic unit [12,17]. This reduced word list is then 

used to construct sentences manually. 

Semi-automatic algorithm has been used that 

generates sentences using Finite State Transducers 

(FST) [13]. States represent vocalic sandwiches 

whereas arcs represent valid transitions between 

vocalic sandwiches (bigram sandwiches). This 

process involves human intervention. The algorithm 

generates sentences that give maximum coverage but 

as they are being generated by FST so they can be 

completely incorrect or senseless. For this purpose, a 

person with linguistics background must be sitting 

and operating it. The operator can accept, reject or 

ask to build another sentence based on the 



requirements. This algorithm takes three minutes on 

average to build a credible sentence. 

Speech corpus for Urdu language has also been 

designed [12]. The resulting corpus consists of 

sentences which are manually fabricated from the 

phonetically rich wordlist. Greedy algorithm has been 

used to extract those words from the corpus which 

give maximum coverage of high frequency tri-

phones.  

Manual construction of sentences is a tedious and 

troublesome task. A better approach should be used 

to avoid this time consuming and laborious effort. 

Therefore, an algorithm is devised to select optimal 

sentences directly from the corpus instead of 

constructing the sentences manually through the use 

of the wordlist. The proposed algorithm automates 

the process of speech corpus selection and produces a 

sentence based optimal speech corpus for Urdu. 

 

3. Methodology 
 

Diphones and tri-phones are used as basic units 

for speech synthesis. The greedy algorithm 

techniques employed, look for maximum coverage of 

these two units while selecting the minimum 

sentences from the corpus. The strategy used is good 

enough for diphone and tri-phone concatenative 

synthesis but in case of unit selection the size of the 

unit can be varied. As we are designing speech 

corpus for unit selection TTS system, we have 

proposed an algorithm that takes four units of 

different sizes that need to be covered while 

constructing a reduced speech corpora. These four 

units are: tri-phones, word unigrams, word bigrams 

and word trigrams. 80% of speech corpus has been 

extracted using top down approach in which coverage 

of longer high frequency units (word unigrams, word 

bigrams and word trigrams) has been maximized. 

Tri-phone coverage has been given less attention 

because phonetic transcription is required to report 

the tri-phone coverage but the existing transcription 

lexicon is in-sufficient to give 80% of Urdu language 

coverage. A significant coverage of tri-phones has 

also been achieved in the process. The rest of the tri-

phones will be covered using the bottom up approach 

in remaining 20% of speech corpus.  

 

3.1. Proposed Algorithm  
 

The proposed greedy algorithm takes Urdu corpus 

and target lists as input. Target lists are the lists of 

those units, which need to be covered in the reduced 

corpus. The units consist of tri-phones, word 

unigram, word bigram, and word trigram. Unique tri-

phone list is generated from the phones present in 

Urdu language. This list is further reduced by 

collapsing those phonemes that have similar acoustic 

effect [12]. The remaining three target lists 

(unigrams, bigrams and trigrams) are generated from 

the corpus itself. Urdu corpus and these lists are used 

to run the proposed greedy algorithm. Lists are 

updated throughout the algorithm whereas selected 

sentences are removed from the original corpus.  

The algorithm assigns scores to all the sentences 

in a corpus according to the number of uncovered 

units in the sentence. A flow diagram of selection 

process is shown in Figure 1. 

 

 
 

Figure 1. Flow diagram for proposed greedy 
algorithm 

 

For scoring a sentence, a criterion has been 

devised. Based on the criterion, a sentence is 

considered optimal if it has maximum distinct units 

and a small length. All this have been represented 

using a formula which is as follows: 

 

      
(             ) (         ) (       ) (         )

                  
  

 

Here, N refers to the number of uncovered units 

and w refers to the weight of respective units which 

has been decided in the testing phase. Output has 

been analyzed with different weighting schemes 



during the testing phase and the scheme which 

provided the best coverage is selected. 

At each iteration, the algorithm picks the most 

useful sentence (maximum score sentence) to include 

in the selected sentence list, removes that sentence 

from the corpus and updates the lists (tri-phones, 

unigrams, bigrams, trigrams). These steps are 

repeated until the lists have been completely covered 

or the selected sentence score is less than some 

threshold value or the number of words in reduced 

corpus reaches some specified value. Devised 

algorithm generates the following outputs: 

 Reduced Urdu corpus giving maximum 

coverage of tri-phones, high   frequency 

unigrams, high frequency bigrams & high 

frequency trigrams that occurred in the 

larger Urdu corpus 

 Phone coverage report 

 Tri-phone coverage report 

 Unigram coverage report 

 Bigram coverage report 

 Trigram coverage report 

 Reduced corpus size 

 

4. Corpus Description 
 

The corpus for generic TTS system should be 

gathered from a broad range of domains to ensure 

diversity. Therefore, we have used three different 

corpora for extraction of reduced speech corpus. One 

of the Urdu corpora selected for TTS is a typed text 

corpus that has been taken from Urdu books [21]. It 

consists of 35 million words. The corpus contains 

861 books from different domains i.e. religion, 

science, biography, poetry, travel, short stories and 

literature. These books not only cover Urdu 

characters but also have a coverage of English 

characters, Arabic, digits, URLs and special symbols.  

Another corpus being used is "CLE Urdu digest 

corpus 1M
1
" which has been collected from Urdu 

digest [20]. Urdu news corpus of 2.6 million words is 

the third corpus, which has been used for speech 

corpus selection. The news corpus has been collected 

from different Urdu news websites i.e. BBC, Jang 

etc.. The news corpus is from the year 2005 and 

covers different sections from the news. These 

include: business, editorials, news and sports. 

The proposed greedy algorithm has been 

implemented on these three corpora described above. 

The first corpus of typed Urdu books has been used 

for testing the proposed greedy algorithm. The 

weights that produce the best coverage result have 

                                                           
1
http://cle.org.pk/clestore/urdudigestcorpus1M.htm 

been selected and used for obtaining corpus from the 

other two corpora. Details for testing and evaluation 

of greedy algorithm have been documented in the 

following sections. 

 

5. Evaluation and Testing 
 

During the implementation of greedy algorithm, 

different target lists comprising of those units which 

need to be covered in the reduced corpus, have been 

used. Different techniques are used to generate these 

lists, which will be explained in the following 

section. Moreover, weight assignment will also be 

described in detail. 

 

5.1 Target Lists Generation 

 

The 35 million word corpus has been used for 

generating lists of unique word unigrams, word 

bigrams and word trigrams along-with their 

frequency. These lists are sorted on the basis of 

frequency and the resulting lists are plotted to find 

the threshold for target lists generation. In Figure 2, 

unigrams are plotted against their frequencies. After 

the frequency value 495, a constant behavior is 

shown by graph. A sub-list is formed consisting of 

only those unigrams having the frequency greater 

than or equal to 495. 

 

 
Figure 2. Unigram's frequency plot 

 

Same method is followed for bigrams and 

trigrams. The threshold value for bigram list is 465 

and for trigram list is 125 as shown in Figure 3 and 4 

respectively. Based on these threshold values, sub-

lists for bigrams and trigrams have been generated. 

These sub-lists are given as target lists to the greedy 

algorithm and the coverage of these lists is focused 

while obtaining the reduced Urdu corpus. 



 
Figure 3. Bigram's frequency plot 

 

 

      
Figure 4. Trigram's frequency plot 

 

5.2. Weight Assignment 

 
An appropriate weighting scheme is required to 

prioritize the selection of target units. A unit with 

higher contribution must be given the larger weight. 

Weighting scheme devised, gives x weight to word 

unigrams, 1/7x to tri-phones assuming that a single 

word contains 7 tri-phones (5 phones) on average. 

Word bigrams have been given weight 2x as it 

consists of two words.  Experiments have been 

performed on three different weights for word 

trigrams: 3x, 4x and 5x. 3x as word trigram covers 

three words, 4x for covering two bigrams and 5x for 

covering three words and two bigrams. Results have 

been gathered by testing these weights on a smaller 

corpus. The  best coverage has been achieved 

assigning 1/7x weight to  tri-phones, x weight  to  

words, 2x weight to bigrams & 5x weight to trigrams. 

Afterwards this weighting scheme has been 

applied on 35 million word corpus but the results 

were not so promising. For the better coverage of 

unigrams, bigrams & trigrams; weight of tri-phone 

has been kept constant whereas weights for other 

three have been tweaked to obtain a reduced corpus 

with above 90% coverage of unigrams, bigrams and 

trigrams. The reason, the weight of tri-phone has 

been kept minimal and tri-phone coverage has not 

been taken into account, is that phonetic transcription 

is not available for all the words in the corpus. The 

words with no available phonetic transcription are 

transcribed as silence. The stopping criterion is 

70,000 words in reduced corpus. Results have been 

summarized in the Table 1 as given below and the 

weighting scheme which provided the best average 

coverage %age has been selected. 

 

Table 1. Coverage results with different 
weighting schemes 

wtri-

phone,wword,wbi

gram,wtrigram 

Unigram 

Coverage 

%age 

Bigram 

Coverage 

%age 

Trigram 

Coverage 

%age 

Average 

Coverage 

%age 

0.017,0.1,0.3,

0.583 

93.8 99.837 98.826 97.488 

0.017,0.1,0.2,

0.683 

95.52 99.549 98.913 97.994 

0.017,0.2,0.3,

0.483 

99.86 99.818 97.926 99.199 

0.017,0.25,0.

3,0.433 

100 99.874 97.559 99.144 

0.017,0.15,0.

25,0.583 

97.76 99.637 98.679 98.692 

0.017,0.18,0.

2,0.603 

99.62 98.810 98.780 99.07 

 

Figure 5 shows the average coverage against 

different weighting schemes. The weights at which 

the best coverage has been achieved are 0.017 for tri-

phones, 0.2 for unigrams, 0.3 for bigrams and 0.483 

for trigrams. These weights are tested with different 

stopping criteria based on sentence score and 

resultant number of words in reduced corpus. 

 

 
Figure 5. Coverage result for different 

weighting schemes 
 



6. Finalization of Corpus 
 

Total speech required for TTS system corpus is of 

10 hours. Top down approach has been used for 

extraction of 80% of speech corpus (8 hours of 

recorded speech). Approximately 6.5 hours of speech 

corpus (70,000 words) has been obtained from 35 

million word corpus whereas 1.5 hour speech corpus 

has been obtained from 1M Urdu Digest and news 

corpus. Target lists generation for second and third 

iteration of greedy algorithm has been done using a 

different method. For the generation of unigram, 

bigram & trigram sub-lists from 1M corpus, the 

unigrams, bigrams and trigrams covered in the 

reduced corpus obtained from 35 million word corpus 

are removed from the respective lists of 1M corpus. 

The subsequent lists are then used to find the target 

lists by plotting graphs for each of these lists. 

After running the greedy algorithm, the reduced 

corpus from 1M corpus has been merged with the 

reduced corpus of 35 million word corpus. Now for 

news corpus same process is repeated as with 1M 

corpus but this time with the merged corpus (35 

million word corpus & 1M corpus). The unigrams, 

bigrams & trigrams covered in the merged corpus are 

removed from the lists of news corpus and target lists 

are generated by plotting graphs for each of the lists 

(unigrams, bigrams & trigrams). 

At the end of this process, 8 hours of speech 

corpus has been gathered using greedy algorithm, 

which is then used for recording purposes. Table 2 

shows the results of greedy algorithm for the three 

different corpora. 

 

Table 2. Results of greedy algorithm for 
different corpora 

Corpus 

Description 

35M 

Corpus 

1M 

Corpus 

News 

Corpus 

Unigram 

Coverage 

%age 

99.86 96.94 100 

Bigram 

Coverage 

%age 

99.818 99.06 95.86 

Trigram 

Coverage 

%age 

97.926 96.92 76.77 

Average 

Coverage 

%age 

99.199 97.64 90.88 

Number of 

Words in 

Reduced 

Corpus 

70,000 9000 7921 

 

More than 90% coverage of unigrams, bigrams 

and trigrams target lists has been achieved in 80% of 

speech corpus. Tri-phone coverage could not be 

reported at the time of corpus extraction due to 

incomplete lexicon. The speech corpus extracted 

through greedy algorithm has been transcribed for tri-

phone analysis and 34053 unique tri-phones are 

found in reduced corpus. 

 

7. Conclusion and Future Work 
 

In this paper, a greedy algorithm has been 

proposed to extract minimum size of corpora from 

some reference corpus while maximizing the 

coverage of target units for text to speech systems. 

Target units covered include tri-phones, word 

unigrams, word bigrams and word trigrams. The 

proposed algorithm is used to create a speech corpus 

for open domain unit selection Urdu text to speech 

system. 

The corpus obtained in the process is 80% of the 

whole speech corpus required for TTS system. 

Minimum attention has been paid to the tri-phone 

coverage. In development of remaining 20% of 

speech corpus, tri-phone coverage will be focused. 

The selected speech corpus will be used for 

recording. Those recorded speech files will be 

annotated and the tagged speech will be used as the 

database of unit selection Urdu TTS. 
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